Theory of orbital moment collapse under pressure in FeI₂
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FeI₂ is an insulating antiferromagnet with an unusual magnetic structure at ambient pressure. Recently, hyperfine field, electric field gradient, and other local quantities at the Fe site were measured over a wide range of pressures indicating a collapse of the orbital magnetic moment below the insulator-to-metal transition. In the present work we apply local density approximation (LDA) and LDA+U approaches to calculate the electronic structure and to investigate the Fe on-site quantities. We propose that the vanishing of the orbital moment is connected to the change of orbital order as reflected in the symmetry of the occupied minority-spin orbital. We find good agreement between the calculated and measured hyperfine fields and quadrupolar shifts, and make predictions which can serve to validate the proposed mechanism of orbital moment collapse experimentally.
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I. INTRODUCTION

The origin and character of magnetic moments and their interactions in insulators, and the understanding of the resulting behavior, remain a very active area of study because of discoveries of new and unexpected types of magnetic behavior. For magnetic ordering, the dimension and the connectivity of the magnetic lattice are exceedingly important, and often small relative changes of exchange couplings swing the balance from one type of order to another or sometimes to lack of order (spin liquid behavior). For describing the origin and characteristics of the local moment, which is composed of both a spin and an orbital part and is dependent on the environment, recent developments in theoretical techniques have proved to be important. We discuss some of them below.

There are many different classes of magnetic insulators, and each presents its own specific behavior and accompanying theoretical questions. The layered transition-metal dihalides have been of interest for decades as good realizations of model magnetic systems with important questions about exchange coupling and field-induced metamagnetic transitions; FeCl₂ and FeBr₂ have been studied particularly closely for these reasons. The magnetic behavior of the compound FeI₂ presents a conundrum. The iron dihalide structure type is simple, consisting of a hexagonal layered CdI₂ structure (P̅3m1 space group, No. 164 in the International Tables) characteristic of many transition-metal dihalides (NiI₂, FeCl₂, etc.). The hexagonal layer of Fe cations is sandwiched (I-Fe-I) by a similar (but displaced) layer of I above and below, with Fe-I layer spacing such that the Fe ion is nearly perfectly octahedrally coordinated with six I anions at ambient pressure. The structure, in which the layers are van der Walls bonded, is shown in Fig. 1.

The magnetic arrangement is more complex than other transition-metal halides, however, and is sensitive to pressure. FeCl₂ and FeBr₂, for example, have a simple antiferromagnetic (AFM) ground state composed of FM layers whose spin direction alternates from layer to layer. Applying a magnetic field results in a metamagnetic transition to a saturated FM phase. For FeI₂, Gelard et al.,1 reported an AFM onset at 9.3 K. More interestingly, the spin alignment within a layer is AFM, composed of alternating zigzag chains of aligned moments. In the layer above, this arrangement has been shifted by one atom along the chain and also one atom perpendicular to the direction of the chains, and the net repeat distance is four layers. The spin direction is along the hexagonal axis; in fact, a strong uniaxial anisotropy coefficient D = 26 K was established early on by Fujita et al.2

Neutron scattering in the presence of an applied field by Wiedenmann et al.,3,4 revealed unexpected behavior, in light

FIG. 1. Crystal structure of FeI₂, showing the hexagonal I-Fe-I sandwich layers. Fe₁₀ octahedron is shown to indicate the orientation, which has one face perpendicular to the hexagonal c axis.
of the simpler behavior of other ferrous halides mentioned above. For applied fields along \( \hat{c} \) up to 13 T, four other phases occur, separated by first-order phase boundaries. These phases include, besides the commensurate phase described above, ferrimagnetic, noncollinear (triple \( \hat{k} \) type), and a disordered but correlated phase, before the saturated FM is reached. This complex phase diagram reflects the occurrence of competing tendencies involving many exchange couplings, in spite of the fact that only short-range coupling might have been anticipated. Wiedenmann et al. obtained a set of three intraplanar and two interplanar exchange couplings that could account for the phase diagram. Tanaka and Uryu\(^5,6\) also have considered what is necessary to account for the magnetic behavior of FeI\(_2\), obtaining a somewhat different picture and even considering three-spin and four-spin couplings.

Pasternak and co-workers\(^7,8\) have reported several characteristics of the evolution of FeI\(_2\) under pressure. At 20 GPa, after a volume decrease of \( \sim 30\% \) (\( \Delta c/c \sim -0.2, \Delta a/a \sim -0.1 \)) a sluggish isosceles volume collapse to a high-pressure (HP) phase begins. This transition results from a discontinuous change in \( c \) and is accompanied by metalization and loss of the Fe moment. However, around 17–18 GPa an electronic transition to an intermediate pressure (IP) phase is observable as a discontinuous change in the Fe hyperfine field \( H_{hf} \) and electric field gradient which does not show up in the lattice parameters.\(^7\) For pressure in the 17–20 GPa range\(^2\) (i.e., in the IP phase) the magnetic structure simplifies, with the Fe spins within a layer aligned, but alternating layers antialigned into a simple AFM structure. The spins, however, lie at a 35° angle with respect to the hexagonal \( a \) axis, and \( T_N \approx 260 \) K, 25 times higher than the ambient pressure value. Pasternak et al. argue that the electronic transition at 17 GPa signals the loss of the orbital magnetic moment on Fe while it remains an antiferromagnetic insulator, the first such transition ever observed. The 20 GPa transition (electronic + magnetic + structural + volume collapse) marks a Mott or charge transfer transition.

FeI\(_2\) thus displays a set of characteristics that makes it unique among magnetic insulators. The hexagonal layers of Fe might be expected to have an AFM tendency, but the triangular lattice frustrates simple nearest-neighbor AFM order. Superexchange via the I anion is one candidate for exchange coupling, but the I~ ion is less polarizable than the more usual \( \text{O}^{2-} \) and the Fe-I-Fe angle is near 90°, making the coupling small in magnitude and indeterminate in sign. Direct interatomic Fe-Fe exchange is another route to exchange coupling. Both mechanisms are volume dependent, and under pressure the Fe layer becomes FM (as occurs in the other dihalides at ambient pressure). Then, an electronic insulator - metal transition occurs with 5% volume collapse and loss of magnetism, in a material which is a wide-gap insulator at ambient pressure.

Recently Youn, Sahu, and Kim have reported electronic structure studies\(^9\) of FeBr\(_2\), concentrating on the magnetic moment of the Fe ion and changes due to correlation effects. They found that correlation corrections (discussed below) were necessary to obtain an insulating state and that when such corrections were included there was relatively little hybridization between the Fe 3\( d \) states and the Br 4\( p \) valence states.

To date there has been no attempt to understand the electronic structure, magnetic coupling, and the volume collapse transition in FeI\(_2\) from electronic structure calculations. In this paper we use accurate full-potential band structure methods to obtain the electronic and magnetic structures predicted by density functional theory, within both the local density approximation (LDA) and its extension for systems that contain atoms where the on-site Coulomb repulsion is particularly important (LDA+U).

II. METHOD OF CALCULATION

Full-potential linearized augmented-plane-waves (FLAPW’s) as implemented in WIEN2k code (Ref. 10) and its LDA+U (Ref. 11) extension were used. The \( s, p, \) and \( d \) states were treated using the APW+lo scheme,\(^12\) while the standard LAPW expansion was used for higher \( l \)’s. Local orbitals were added to describe Fe 3\( p \) and 1\( 4d \) and 5\( s \) states. The basis size was determined by the criterion \( R_{MT} K_{max} = 8.0 \), atomic sphere radii being 2.3\( a_0 \) for Fe and 2.45\( a_0 \) for I. Spin-orbit coupling as well as the additional LDA+U potential were included self-consistently in the second variational step.\(^13\) The cutoff energy for the second variation was set approximately 2.3 Ry above the edge of the valence band. The Brillouin zone was sampled with regular mesh containing 50 irreducible \( k \) points. The convergence of the quantities of interest with respect to the number of \( k \) points as well as to the basis size was checked. The LDA functional of Perdew and Wang\(^14\) and the LDA+U with the double-counting term of Anisimov et al.\(^15\) were used. If not stated otherwise, the magnetization was constrained to the \( c \)-axis direction.

III. RESULTS OF CALCULATIONS

A. LDA electronic structure

It is of interest to understand first the electronic structure of FeI\(_2\) before the Fe ion is allowed to become magnetic or strong correlation effects are included. The \( d^5 \) configuration of Fe\(^{2+} \) and the nearly octahedral symmetry of the local environment suggest that the 3\( d \) states will be split by a substantial crystal field \( \Delta_{cf} \); nevertheless, all majority states are occupied, leaving only one of the minority \( t_{2g} \) states to be occupied. Thus the exchange splitting \( \Delta_{ex} \approx \Delta_{cf} \). The LDA result (see Fig. 2) is that each of the \( t_2g \) and \( e_g \) bandwidths is 0.6 eV, and the crystal field splitting of the centroids of these bands is about 0.6 eV. A small gap of \( \sim 60 \) meV results, separating these two band complexes. All of these states lie within a 4-eV energy gap, with the mean 3\( d \) energy lying about 1.2 eV above the valence band maximum.

Allowing FM order, FeI\(_2\) becomes half-metallic with the \( d^5[4] \), \( d^1[1] \) configuration of the Fe \( d \) shell, lowering the total energy by \( \sim 1.2 \) eV per formula unit. The half-metallicity guarantees the spin moment per unit cell to be integral (4\( \mu_B \)). Almost 90% of the spin moment resides on the Fe site (3.5\( \mu_B \) within the Fe sphere) and the rest is distributed.
on the I sites. Hence there is significant magnetic polarization of the $I^{1+}$ ions. Spin-orbit coupling induces an orbital moment of $0.19\mu_B$ on Fe and $0.01\mu_B$ on I. Since the majority-spin $d$ band is completely filled, it is the symmetry of the occupied minority-spin $d$ orbital which governs the on-site physical properties, such as orbital moment, hyperfine field, or electric field gradient. Below, mechanisms underlying splitting of the $d$ band are investigated in order to understand this symmetry.

Nearly octahedral coordination with the neighboring iodines makes $e_g$-$t_{2g}$ splitting a dominant feature of the $d$ band, as shown in Fig. 3. While the electrostatic crystal field results in $t_{2g}$ states lying below the $e_g$'s, reversal of this order for the majority spin suggests the $I\ p$-$Fe\ d$ hybridization to be the origin of the splitting. Sizable bumps of the $e_g$ density of states (DOS) within the $p$ manifold visible in both spin channels point to $p$-$e_g$ hybridization, while no such feature is observed for the $t_{2g}$ DOS, thus exhibiting negligible $p$-$t_{2g}$ hybridization. Consequently the $e_g$ states are shifted upwards or downwards depending on whether they lie above or below the I $p$ states, while the position of $t_{2g}$ bands is independent of their position relative to the I $p$ states.

Another interesting question is the origin of the $t_{2g}$ splitting into an $a_g$ singlet and $e_g$ doublet. There are two candidates: (i) deviation of the nearest-neighbor octahedron from the regular one characterized by the separation of Fe and I layers and (ii) the effect of the farther environment, which lacks the octahedral symmetry, supposedly dominated by hybridization within the Fe layer. Both these mechanisms break local symmetry of the Fe site in the same way. In order to identify the leading mechanism calculations for different Fe-I layers separation where performed. Finding only marginal changes of the $a_g$-$e_g'$ splitting pattern, we conclude that the in-plane hybridization is the origin of the splitting.

Finally, we performed calculations for two artificial antiferromagnetic structures corresponding to simplest possible in-plane and out-of-plane arrangements. In both cases we found the density of states deviating from the ferromagnetic one only marginally. The electric field gradients and magnetic moments were also consistent with the ferromagnetic ones, indicating a weak influence of the magnetic order on the on-site properties.

FIG. 2. Total densities of states as obtained with the LDA exchange-correlation functional for different magnetic states: paramagnetic (upper panel), ferromagnetic (middle panel), and antiferromagnetic (bottom panel) in the $c$ direction.

FIG. 3. Spin-resolved density of states for the LDA ferromagnetic solution at low pressure. The shaded areas denote Fe $d$ projected densities with $e_g$ (solid line) and $t_{2g}$ (dotted line) symmetry.
B. LDA+U ferromagnetic electronic structure

To account for the strong on-site Coulomb repulsion that splits occupied and unoccupied states, we have applied the LDA+U method with $U=5.44$ eV and $J=0.95$ eV. These values are representative of those used for the Fe cation in other magnetic insulators (see, e.g., Ref. 16). The main effect is to split one occupied orbital out of the minority $t_{2g}$ manifold leading to an insulating ground state. The studied quantities should not be very sensitive to the particular values of $U$ and $J$, mostly because the $t_{2g}$ states hybridize only weakly with the valence $p$ states. With respect to the chosen double-counting scheme we point out that the studied system falls well into the fully localized limit as is demonstrated by its strong insulating character and the orbital occupation numbers shown below.

The main objective of the LDA+U calculations was to understand the on-site properties (magnetic moments, electric field gradient, and hyperfine field) observed in the insulating phase at low and intermediate pressures. In order to facilitate a detailed study we confined ourselves to the ferromagnetic structure assuming that it provides on-site quantities relevant for the experimentally observed antiferromagnetic structure. We used two different sets of experimental lattice parameters: $a=3.9514$ Å, $c=6.2486$ Å corresponding to 2.7 GPa and $a=3.5989$ Å, $c=5.7200$ Å corresponding to 19.4 GPa in the low-pressure (LP) phase of Ref. 8.

Additional calculation was performed for the structure denoted as 19.4 GPa IP in Ref. 8, yielding similar values of the studied quantities as the 19.4 GPa LP structure.

C. LDA+U at ambient pressure

The primary effect of applying the LDA+U method is to separate the occupied and unoccupied states with a gap of the order of $U$ and to favor integral occupation of the orbitals (see Fig. 4). Since the character and orientation of the occupied minority-spin $d$ orbital is crucial for the on-site quantities, we performed a search for self-consistent solutions starting from different occupation matrices. It turned out that an occupied $e_g$ state does not lead to a self-consistent solution, due to the strong $p-e_g$ hybridization, which prevents the $e_g$ state from lying near the metal energy. This is in agreement with an LDA calculation yielding the $t_{2g}$ symmetry of the occupied state. Starting from a $t_{2g} \rightarrow a_g + e'_g$ symmetry of the occupied orbital we obtained three different self-consistent solutions. The orbital occupation numbers, obtained by diagonalization of the occupation matrix, are much the same in all of them, amounting to 0.15 electron in each of the two $e_g$ states and 0.92 in one of the $t_{2g}$-derived states, the remaining two $t_{2g}$'s being unoccupied. The small but non-negligible $e_g$ occupation is enforced by the substantial $pd\sigma$ hybridization and may have important physical effects. The partial occupation of the $e_g$ states results from mixing with the occupied $p$ states.

The three solutions can be characterized as follows.

(A) Two solutions consist of one electron occupying the $e'_g$ orbitals. Taking the hexagonal $c$ axis for the quantization axis, they can be characterized as real combinations of $Y_{2,2}$ and $Y_{2,-1}$ (solution 1, which we call Hund’s rule) or $Y_{2,-2}$ and $Y_{2,1}$ (solution 2, referred to as anti-Hund’s rule) spherical harmonics. Approximately they are the time inversion images of each other with only spin-orbit coupling distinguishing them. In agreement with the third Hund’s rule, solution 1, which yields the orbital moment of 0.72 $\mu_B$ (parallel to spin moment), has lower energy than solution 2 with orbital moment of $-0.48\mu_B$ (antiparallel to spin moment).

(B) The third solution has an occupied $a_g$ orbital; i.e., the state has pure $Y_{2,0}$ character. A nearly vanishing orbital moment of 0.04 $\mu_B$ originates from slight orbital polarization of the partially occupied $e_g$ orbitals.

Since solutions 1 and 2 are distinguished only by the spin-orbit coupling, while the charge and spin distributions are almost the same, it is evident that solution 1 is energetically more favorable at any pressure. Further on we consider primarily solution 1 and refer to it as $e'_g$. On the other hand, solution 3, referred to as $a_g$ further on, has a very different charge and spin distribution (see Fig. 5). Therefore a change of the structure induced by pressure can lead to reversing of the energies in favor of $a_g$ solution, resulting in collapse of the orbital moment. This is what we refer to as a change of orbital order (strictly speaking orbital order with propagation vector $q=0$). The Fe $d$ projected densities of states corresponding to $a_g$ and $e'_g$ solutions are shown in Fig. 6. The occupied orbital exhibits almost pure $a_g$ or $e'_g$ character. Minor occupation of $e_g$ orbitals arises from Fe-I hybridization.

All of these three solutions retain the symmetry of the lattice for the charge density and potential. To investigate the possibility of spontaneous symmetry breaking, several calcu-
lations starting from occupation matrices with lower symmetry were performed. However, self-consistency led to one of the above solutions in all cases. We also performed one LDA + U calculation for the simplest possible in-plane antiferromagnetic order. We obtained antiferromagnetic solutions with all three above-mentioned symmetries yielding Fe magnetic moments and electric field gradients within 2% of their ferromagnetic counterparts.

D. LDA + U total energies

The total energies of $a_g$ and $e'_g$ solutions at 2.7 GPa and 19.4 GPa are shown in Table I. The LDA + U total energy favors the $e'_g$ solution at both pressures, not even indicating a tendency to any transition. However, we argue that this result need not be conclusive.

Experimentally observed collapse of the orbital moment is accompanied by a change of the magnetic structure, consisting in rotation of the magnetization into the ferromagnetic Fe plane while retaining the antiferromagnetic ordering across the planes. Such a transformation is facilitated by a drop of magnetocrystalline anisotropy connected to a vanishing of the orbital moment. The contribution of this process to the total energy is not included in our simplified picture. However, the energy difference between the two solutions ($\sim 65$ meV) is by far too large to be explained by a change of the magnetic structure. We have realized, however, that an incompletely compensated self-interaction in the LDA part of the energy functional results in an error which is of the same order of magnitude. To obtain an estimate of the error, we evaluate the Coulomb self-interaction energy in the occupied orbital for the both solutions. For this purpose we use the formula

$$E_{SI}(\sigma) = \frac{1}{2} \sum_{m_1, m_2, m_3, m_4} \langle m_1, m_3 | V_{ee} | m_2, m_4 \rangle n_{m_1 m_2}(\sigma) n_{m_3 m_4}(\sigma),$$

where $n_{mm}(\sigma)$ is the occupation matrix corresponding to orbital $\sigma$ and for the matrix element of the Coulomb interaction we use the $U-J$ parametrization. The self-energy difference for the two orbitals, $E_{SI}(a_g) - E_{SI}(e'_g) = (3.108 - 2.985)$ eV = 123 meV, arises from the nonspherical terms in Eq. (1). The self-interaction energy is larger for the $a_g$ orbital (see Fig. 5). Thus any correction should lower the energy of the $a_g$ solution more than that of $e'_g$. These arguments show that the possibility of the pressure-induced transition between $e'_g$ and $a_g$ states cannot be ruled out on the basis of LDA + U total energies.

<table>
<thead>
<tr>
<th>Pressure (GPa)</th>
<th>$E_{tot}$ (Ry)</th>
<th>$u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.7 GPa</td>
<td>$-30,994.2207$</td>
<td>0.250</td>
</tr>
<tr>
<td>19.4 GPa</td>
<td>$-30,994.1258$</td>
<td>0.273</td>
</tr>
</tbody>
</table>
TABLE II. Electric field gradients at the Fe site obtained with the LDA+U method.

<table>
<thead>
<tr>
<th>EFG (10^{21} \text{ V m}^{-2})</th>
<th>e'_s</th>
<th>a_g</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.7 GPa</td>
<td>6.1</td>
<td>-17.5</td>
</tr>
<tr>
<td>19.4 GPa</td>
<td>5.6</td>
<td>-16.3</td>
</tr>
</tbody>
</table>

E. Electric field gradients and hyperfine fields

The experimentally observed quadrupolar shift reflects the quadrupole-quadrupole interaction of the nucleus and the surrounding electron cloud, which can be written in terms of the nuclear quadrupolar moment $Q$ and the gradient $V_{zz}$ of the electric field produced by electrons at the position of nucleus. We use the value $Q=0.15$ b for the quadrupole moment of the Fe nucleus established in Refs. 17 and 18. The electric field gradient (EFG) reflects the deviation of the electron charge distribution from cubic symmetry. In the case of Fe$_2$ the dominant contribution comes from the single-occupied minority-spin $d$ orbital, the charge density of which is strongly noncubic.

The calculated values of the EFG at the Fe site are shown in Table II. In order to compare these results with experiment, we use the following formula to express EFG’s in terms of the Doppler shift:

$$\Delta D = \frac{cQ}{2E_\gamma} V_{zz}. \quad (2)$$

Using $E_\gamma=14.4$ keV for the energy of $\gamma$ rays one arrives at the relation

$$\Delta D [\text{mm s}^{-1}] = 0.156 \times V_{zz} [10^{21} \text{ V m}^{-2}]. \quad (3)$$

The calculated quadrupole shift for the $e'_s$ solution ranges from $\Delta D=0.87$ mm s$^{-1}$ at 19.4 GPa to 0.95 mm s$^{-1}$ at 2.7 GPa. The experimental values are in the range from 0.7 to 0.85 mm s$^{-1}$, exhibiting a nonmonotonic pressure dependence with a minimum at both the low- and high-pressure ends of the interval. We remark that the value of the EFG obtained with the LDA is 3 times smaller, reflecting the LDA tendency to a more uniform occupation of the $d$ orbitals.

The EFG reflects the nonsphericity of the density, which for this Fe$^{2+}$ ion is due to the occupied minority $d$ orbital. The EFG is almost 3 times larger for the $a_g$ solution than for the $e'_s$ solution, a large difference that can be understood as follows. The $a_g$ orbital is purely $Y_{2,0} \propto 3\zeta^2 - 1$ (with respect to the $c$ axis), which is the most nonspherical a $d$ orbital can be. The $e'_s$ solution consists of a real combination of $Y_{2,-2}$ and $Y_{2,1}$:

$$\psi_{e'_s}(\theta, \phi) \approx 0.67Y_{2,2}(\theta, \phi) + 0.74Y_{2,-1}(\theta, \phi). \quad (4)$$

The coefficients standing by the spherical harmonics are obtained by diagonalization of the occupation matrix and taking the eigenvector with the largest eigenvalue (0.92 in this case). The $a_g$ orbital has 100% $t_{2g}$ character, while the $e'_s$ orbital has 98.8% $t_{2g}$ character. Both orbitals are pictured in Fig. 5. The $e'_s$ density distribution is essentially oblate, while the $a_g$ density distribution is prolate.

Unlike in the low-pressure (orbital unquenched) phase, in the intermediate-pressure (orbital quenched) phase the EFG cannot be measured directly using Mössbauer spectroscopy because of the magnetization tilting. Upon heating above the magnetic ordering temperature only the EFG corresponding to low-pressure phase was detected; i.e., there can be only one type of orbital order in the paramagnetic state. This fact would be consistent with the scenario of the orbital order change if the two types of orbital order exist only in the magnetically ordered state. Such an interpretation is not unrealistic since the orbital moment quenching is accompanied by a change of the magnetic order, suggesting a coupling between the orbital and magnetic order. Although we cannot provide verification of the orbital order change scenario on the basis of total energy calculations, below we make a pre-

TABLE III. Hyperfine field at the Fe site as obtained with the LDA+U method. The contributions of the contact, spin dipolar, and orbital term are shown separately. The results denoted $a_g^*$ correspond to occupied $a_g$ orbital with tilted magnetization. The values in brackets were obtained with the modified SIC potential for the core states (only the contact term is modified).

<table>
<thead>
<tr>
<th></th>
<th>$e'_s$</th>
<th>$H_{hf}$ (T)</th>
<th>$a_g^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$e'_s$</td>
<td>$H_{hf}$</td>
<td>$a_g^*$</td>
</tr>
<tr>
<td>2.7 GPa</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{cont}$</td>
<td>-17.8</td>
<td>-17.4</td>
<td>-17.4</td>
</tr>
<tr>
<td>$H_{dip}$</td>
<td>-5.5</td>
<td>15.3</td>
<td>-3.9</td>
</tr>
<tr>
<td>$H_{orb}$</td>
<td>44.0</td>
<td>1.4</td>
<td>1.2</td>
</tr>
<tr>
<td>$H_{tot}$</td>
<td>20.7 (8.7)</td>
<td>-0.7 (12.8)</td>
<td>-20.1 (32.2)</td>
</tr>
<tr>
<td>19.4 GPa</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H_{cont}$</td>
<td>-12.7</td>
<td>-12.1</td>
<td>-12.1</td>
</tr>
<tr>
<td>$H_{dip}$</td>
<td>-5.8</td>
<td>14.1</td>
<td>-3.7</td>
</tr>
<tr>
<td>$H_{orb}$</td>
<td>50.0</td>
<td>1.9</td>
<td>1.4</td>
</tr>
<tr>
<td>$H_{tot}$</td>
<td>31.5 (19.7)</td>
<td>3.9 (8.0)</td>
<td>-14.4 (26.3)</td>
</tr>
</tbody>
</table>
diction of the in-field behavior of the hyperfine field which can be compared to future experiment.

The hyperfine field (magnetic field at the nucleus) can be expressed as a sum of four contributions: (1) the contact term arising from the nonzero spin density at the nucleus, (2) the dipolar magnetic field produced by the on-site spin density, (3) the orbital term (the magnetic field produced by the current flowing around the nucleus and proportional to the orbital moment), and (4) the lattice contribution, which is a dipolar field originating from the moments on the other lattice sites. The largest contribution to the contact field originates from polarization of the core states. The LDA and related schemes are known to systematically underestimate this contribution. In the present work we neglect the lattice contribution, which is typically small in ferromagnets and will be even smaller in an antiferromagnet.

In Table III the total hyperfine field and the different contributions are summarized. The third column, \( a_s \), corresponds to an \( a_s \) solution with magnetization tilted to 55° with respect to the c axis (experimentally observed magnetic structure), obtained from the \( a_s \) solution by rotating the spin moment and adding the spin-orbit coupling in a single cycle only. The orientation of the in-plane component of magnetization is not known experimentally. Since the \( a_s \) orbital, whose contribution dominates the spin dipolar term, has full rotational symmetry along the c axis, the spin dipolar term is determined uniquely by specifying the angle between magnetization and the c axis. While the spin density is the same for \( a_s \) and \( a_s^\# \), yielding the same contact field, the spin dipolar term even changes its sign. Qualitatively this can be understood as follows. With magnetization along the c axis the \( a_s \) orbital is prolate with respect to the magnetization direction, yielding a positive dipolar field, while with tilted magnetization the \( a_s \) orbital is oblate with respect to the magnetization direction, yielding a negative dipolar field. The residual orbital contribution in the \( a_s \) solution originates from the \( e_g \), states, marginally occupied due to hybridization with \( I \) \( p \) states.

The experimentally observed behavior of the hyperfine field shows a monotonic increase from 7 T to 13 T in the 2.7–19.4 GPa pressure range, followed by jump to 32 T attributed to vanishing of the orbital moment. The LDA+U hyperfine field does not show such a trend, which can be attributed to the well-established underestimation of the contact term. Note that the core functions are basically the same in the LDA+U approach. In order to facilitate comparison with experiment we adopt two ways to surpass this deficiency.

Recently, we have implemented and tested on several compounds the form of self-interaction correction (SIC) proposed by Lundin and Eriksson applied to the core states, yielding systematic improvement of the contact fields. Since this method is not well established yet, we also present estimates of the contact field based on the empirical correction of Coehoorn amounting to \(-4.2 \text{ T} \times m_{\downarrow} [\mu_B]\) for 3d elements. For the Fe spin moment ranging from 3.4\( \mu_B \) to 3.5\( \mu_B \) at higher and lower pressure we obtain a correction of about \(-14.5 \text{ T}\), resulting in contact fields of \(-27 \text{ T}\) and \(-32 \text{ T}\) for higher and lower pressure, respectively. These numbers agree rather well with those obtained with the self-interaction correction for the core states shown in Table III. Taking the correction of the contact field into account we obtain a fair agreement with the experimental data.

The experimental hyperfine field in the low-pressure phase varies monotonously from 7 to 13 T. The calculated field exhibits an increase from 8.7 to 20 T, which arises partially from an increase of the orbital moment and partially from a decrease of the contact term having an opposite sign. Vanishing of the orbital term in the \( a_s \) solution results in an almost 50 T drop of the hyperfine field to \(-26.3 \text{ T}\), which agrees with experimentally observed 30 T (note that the sign of the field is not measured in the experiment). Comparison of hyperfine fields for the \( a_s \) solution with orientations of the magnetization reveals a rather large variation of the spin dipolar term resulting from the strongly nonspherical shape of the \( a_s \) orbital. Facilitated by the experimentally observed decrease of magnetocrystalline anisotropy it opens an interesting possibility for experimental verification of the proposed scenario. Applying an external magnetic field along the c axis, we expect a variation of the hyperfine field with the angle between the local moments and the c axis from 26.3 T, for tilted magnetic structure, to 8 T, for parallel-to-c orientation.

IV. CONCLUSIONS

We have presented a comprehensive numerical study of the single ion properties of Fe\(^{2+}\) ion in Fe\(_2\). Using the LDA+U method with the values of \( U \) and \( J \) generally accepted for this type of material we obtained an insulating ground state in agreement with experiment. As our investigation was focused on the on-site physical characteristics, we assumed the ferromagnetic ground state to provide a reasonable description. We checked this assumption, performing a calculation for an antiferromagnetic structure, although the magnetic order along the c axis was not precisely the experimental one. Our main objective was to understand the experimentally observed jump of the hyperfine field around 18 GPa interpreted as a vanishing of the orbital moment. Obtaining LDA+U solutions with both sizable (0.72\( \mu_B \)) and negligible orbital moment, we infer that the vanishing of the orbital moment originates from a pressure-induced change of the symmetry of the occupied minority-spin d orbital.

At low pressure the twofold-degenerate (if spin-orbit coupling is not considered) \( e_g \) orbitals are occupied by a single minority-spin electron. The electronic transition around 19 GPa is associated with a change to \( e_g \) occupation and loss of the orbital moment. Estimating the error connected with the uncompensated self-interaction in the LDA part of the LDA+U functional, we come to a conclusion that such a transition takes place on an energy scale beyond the resolution of the LDA+U method. We have obtained the electric field gradient on the Fe site, which is in good agreement with the experimental data available for the low-pressure phase. Employing a modified SIC scheme for the core states we have obtained Fe hyperfine fields consistent with the empirical correction of the LDA data proposed by Coehoorn. Thus corrected hyperfine fields correspond well to the ex-
experimental ones in both low- and intermediate-pressure phases.

Furthermore, we provide predictions for quantities not yet measured. We have calculated the electric field gradient in the intermediate phase to be almost 3 times larger than in the low-pressure phase. We furthermore predict a rather strong dependence of the hyperfine field on the angle between the local moments and the hexagonal $c$ axis.
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